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A B S T R A C T

In this work, a new multi-class classification approach was employed in the QSAR model to assess chemical toxicity prediction through handling the imbalanced dataset as the critical preprocessing step in the training dataset. Various classifiers of the decision tree, K-NN, naïve Bayes, kernelled naïve Bayes, and SVM and two distinct acute aquatic toxicity datasets towards Daphnia Magna and Fathead Minnow Fish were used to evaluate the generality of the approach. The quantitative response (LC50) was discretized into ten bins. Imbalanced dataset classification leads to a high level of errors since the classifier tends to learn from the majority class more than the minority class. Each training dataset was specified by different weights related to the class population. These datasets were then bootstrapped based on their weights to convert the imbalanced dataset into a balanced one. This approach enhanced the accuracy of classification of material toxicity dramatically (up to 99%). Balanced dataset classification had high overall accuracy when correlated attributes were removed. Therefore, fewer attributes are sufficient to predict material toxicity. The overall accuracy improvement of the decision tree, K-NN, naïve Bayes, kernelled naïve Bayes, and SVM for the Daphnia Magna dataset after balancing the data set are 58.03%, 55.08%, 9.09%, 72.48%, and 53.05%, respectively.
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Introduction

Risk assessment consisting of risk analysis and evaluation is an essential prerequisite for risk management. The analysis step identifies the potential event's negative impact on the individuals, assets, and the environment. In the evaluation step, judgments are carried out based on the risk-based risk analysis's tolerability while considering practical factors [1, 2]. The environmental risk assessment focuses on the nature and likelihood of hazardous effects in organisms such as humans, animals, and plants due to their exposure to hazards. Different chemicals based on their diverse structure can hurt the organisms. The upsurge of chemical production requires a risk assessment method, which is fast, cost-effective, and accurate[3]. The European Registration, Evaluation, Authorization, and Restriction of Chemicals (REACH) regulation suggested using computer-aided methods for hazard identification and risk assessment of the chemicals instead of the experimental approaches. Moreover, computer-aided methods comply with no animal testing and sustainability definition [4-7]. Organization for Economic Co-operation and Development (OECD) set five principles for considering a Quantitative structure-activity relationship (QSAR) model for regulatory application: 1-a defined endpoint. 2- an unambiguous algorithm. 3-a defined domain of applicability. 4-appropriate measures of goodness-of-fit, robustness, and predictability. 5-a mechanistic interpretation, if possible [8].

Machine learning, an in silico method, gives computers the capability to learn from the data and make fast and accurate predictions[9, 10]. Various research groups have widely used machine learning methods for toxicity prediction [11-16]. QSAR is an approach based on the idea that chemical activity is related to the structure of a molecule [17, 18]. Chemical descriptors are specific numbers attributed to chemical structures so that computers can use them; they are the link between the activity and the structure of molecules. Different machine learning methods and descriptors have various efficiencies for predicting toxicity[19]. In machine learning, supervised learning algorithms use a mathematical model to link inputs to the desired outputs. The training dataset consists of examples in which each training example has one input and the desired output. Supervised machine learning algorithms include classification and regression. Classification and regression algorithms are used when outputs are restricted to a limited set of values and numeric, respectively[20-22]. Computational methods based on QSAR predictions of the toxicity can be generally divided into two classes: quantitative regression and qualitative classification. After determining the chemical descriptors, the vital step in QSAR is using machine learning methods to predict the toxicity based on chemical descriptor inputs. Most studies used regression methods to predict toxicity in the literature because the attributes (chemical descriptors) and labels (toxicity) are numeric. However, some researchers preferred to use qualitative classification. In the qualitative classification, the label is binary (toxicant and non-toxicant) or ordinary (low, medium, and high toxicity)[23-36].

In this research study, the quantitative response (LC50) in the range of 0 to 10 is divided into 10 bins. Since these datasets are rigorously imbalanced, the previous studies in this field are limited to a low number of bins (≤ 5) with an overall accuracy of about 80% [29, 30]. In this study, the imbalanced datasets were handled by a balancing technique. Each training data was specified by different weights considering their class population and then were bootstrapped based on their weights to convert the imbalanced dataset into a balanced one. Various classification algorithms were used in this study, including decision tree, K-nearest neighbors (K-NN), naïve
Bayes, Kernelled naïve Bayes, and support vector machine (SVM).

Preliminaries

Classification

Classifiers use machine learning algorithms to predict categorical (discrete) class labels. Classification is a two-step process consisting of a learning step in which a classifier is built up and a classification step in which the classifier is used to predict class labels. Classifiers are divided into eager and lazy learners. Eager learners construct the classifier when given a set of training datasets; on the contrary, the lazy learners store the training dataset until it is given test data and then classify it based on its similarity to the stored training dataset. Among classifiers used in this study, just K-NN is a lazy learner [37, 38].

Decision tree

As shown in Figure 1, A decision tree has a flowchart structure, consisting of an internal node, branch, and leaf node where each internal node stands for a test on an attribute. Each branch denotes a result of the test, and each leaf node represents a class label placed at the terminal of the tree. In the decision tree, the topmost node is called the root node. The decision tree adopts a top-down approach that uses criteria such as information gain (IG) to select attributes to decrease the entropy (E) of the tree. The expected information required to classify an example is equal to entropy. Entropy is the measure of the amount of uncertainty in data. Information gain is also called Kullback-Leibler divergence, which is the effective change in entropy after deciding on a particular attribute. Information gain calculates the relative change in entropy. The first step is to select the attribute that leads to the highest possible information gain, which will be used as the root node [37, 38].

$$IG(S,A) = E(S) - E(S|A)$$  \hspace{1cm} (1)

where, $E(S)$ is the entropy for the dataset before deciding on a particular attribute and $E(S|A)$ is the conditional entropy for the dataset considering a particular attribute.

![Decision Tree Diagram]

Figure 1. The simple structure of the decision tree

K-NN

K-NN classifier is based on learning by comparing the similarity between a given test data and the training dataset. Similarity measurement is defined based on the closeness of the data. The Euclidean distance was used for
estimating the similarity. The Euclidean distance between two points is calculated by:

\[ \text{dist}(X_1, X_2) = \sqrt{\sum_{i=1}^{n} (x_{1i} - x_{2i})^2} \]  \hspace{1cm} (2)

where, \( X_1 = (x_{11}, x_{12}, ..., x_{1n}) \) and \( X_2 = (x_{21}, x_{22}, ..., x_{2n}) \). For K-NN classification, the anonymous example is designated as the most common class among its \( k \) nearest neighbors. When \( k = 1 \), the anonymous example is named the class of the training example closest to it[37, 38].

**Naïve bayes and kernelled naïve bayes**

Naïve Bayes classifier predicts the probability that an example belongs to the class. It is named naïve because the attributes are considered conditionally independent. However, this assumption is not correct in the real world, but the naïve Bayes classifier has good accuracy in predicting the class. Bayes classifier uses Bayes' theorem for classification:

\[ P(C_i|X) = \frac{P(X|C_i)P(C_i)}{P(X)} \]  \hspace{1cm} (3)

where, \( P(C_i|X) \) is the posterior probability indicating example \( X \) belongs to the class \( C \). \( P(X) \) and \( P(X|C_i) \) are the prior probability of \( X \) and posterior probability of \( X \) conditioned on \( H \), respectively. Based on the Bayesian classifier method, when there are multiple classes, the naïve Bayes classifier assigns example \( X \) to the class \( C_i \) if:

\[ P(C_i|X) > P(C_j|X) \text{ for } 1 \leq j \leq m, \ j \neq i \]  \hspace{1cm} (4)

The attributes of the dataset are assumed to be independent, thus:

\[ P(X|C_i) = \prod_{k=1}^{n} P(x_k|C_i) \]  \hspace{1cm} (5)

In this study, for estimation of the \( P(x_k|C_i) \) in the numeric attributes, the Kernel density estimation was used with the \( n \) number of Gaussian functions.

\[ P(x_k|C_i) = \frac{1}{n} \sum_{i=1}^{n} g(x_k, \mu_{C_i}, \sigma_{C_i}) \]  \hspace{1cm} (6)

\[ g(x, \mu, \sigma) = \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} \]  \hspace{1cm} (7)

where \( \mu \) and \( \sigma \) are the mean and standard deviation of the dataset[37, 39, 40].

**SVM**

The SVM classifier usually is used for the classification of binary classes with the separating hyperplane:

\[ W \cdot X + b = 0 \]  \hspace{1cm} (8)

here \( W = \{w_1, w_2, ..., w_n\} \) \( n \) stands for the number of attributes, and \( b \) represents the bias. The best hyperplane is when the distance from it to the nearest data point on each side is maximized.

In this study, there is a multi-class classification, so the method of one-versus-all was used. This method is implemented in two steps. In the first step, \( m \) binary classifiers are trained for the given \( m \) classes; then, a voting process is applied to the ensemble SVMs. The new example is applied to an ensemble structure to classify an unseen example, then each classifier votes, while the majority of the votes is selected as the example class [37, 38, 41-43]

**Balancing dataset**

The main goal of many classifiers is to maximize their overall accuracy, but in the situation in
which the data samples are distributed unequally among the different classes, the error originates from learning from the minority class samples because the classifier tends to favor the majority class. There are two standard methods for handling the imbalanced data, including oversampling and the minority and majority class's under-sampling. It has been revealed that oversampling is a lot more effective than under-sampling in maximizing overall accuracy, even for complex data\cite{44, 45}. Random oversampling of the minority class is the random sampling of the minority class with replacement, indicating that the samples are placed back in the minority sample set after each sampling and can be selected again until the minority class size is the same as the majority class. Random under-sampling of the majority class can be defined as removing samples until the number of samples of the minority class equals the majority class samples. However, it may increase the classifier’s variance and remove useful or necessary samples\cite{46, 47}.

The mentioned oversampling and under-sampling methods are usually used for binary class classification; however, an innovative method is required for the multi-class classification. This paper’s balancing method is a cost-sensitive algorithm that weights the examples to rebalance the importance of the examples for the different classes on an imbalanced data set. This approach attempts to equilibrate the classes such that the effect of different classes on the learning step is proportional to their costs. A typical process is to assign different weights to training examples of different classes in proportion to their misclassification costs; then, the weighted examples are given to a cost-blind learning algorithm\cite{48, 49}.

Balancing the dataset was carried out with two steps, including weight generation for different examples and then bootstrapping (random sampling with replacement) considering the weights, leading to oversampling and under-sampling the minority class and majority class by default, respectively. At first, weights were specified for each example, such that weights sum up equally per range. The total weight parameter is set to 1 such that the sum of all weights is equal to 1. The weighted sum of examples with different ranges has been the same. For the $n$ number of the bins, the weights are calculated with the equation:

$$\sum_{i=1}^{n} w_i m_i = 1$$  \hspace{1cm} (9)

where, $w_i$ is the weight allocated to each example and $m_i$ is the number of examples in each bin. For illustrating the generating weights well, an artificial example is solved with two bins. In bin 1 there are two examples, and in bin 2 there is just one example. The results of equation 9 are reported in Table 1.

<table>
<thead>
<tr>
<th>Bin</th>
<th>Weight</th>
<th>Count</th>
<th>Weight*Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.25</td>
<td>2</td>
<td>0.5</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The bootstrapped sampling is based on the replacement. Thus, all examples have an equal chance of being chosen at every step. Example weights are considered during the bootstrapping, so the balanced dataset is obtained \cite{37}. The steps of balancing the dataset are illustrated in Figure 2.
Validation

One of the most critical steps of the classification study is validation to estimate the classifier’s reliability and accuracy for the present data and the future application. The n-fold cross-validation is the well-accepted approach in the QSAR study. In this method, the given dataset is divided into n subsets, and one subset is used for the testing, and the others are used for training the classifier. This process is repeated n times until all the datasets are covered and used for testing and training. The n-folded cross-validation is fit for the QSAR study because no data is wasted. A classifier’s accuracy on a given dataset is the percentage of correctly predicted examples by the classifier. In this study, 10-fold cross-validation was used. 10 accuracy values were generated, and the mean with the standard deviation was reported[37, 50].

Attribute reduction

Pearson correlation coefficient (r) can be used for estimating the linear correlation between attributes (chemical descriptors)[37]:

$$r = \frac{\text{cov}(A_i, A_j)}{\sigma_{A_i} \sigma_{A_j}}$$  \quad (10)

where, \(\text{cov}\) and \(\sigma\) are the covariance and standard deviation, respectively. The selection of chemical descriptors is an essential part of the QSAR study. The correlation coefficient can be a proper measurement for removing redundant chemical descriptors with a strong correlation. Attribute reduction is valuable, particularly in large datasets, to save computational time and attribute selection techniques such as genetic algorithms[51-53].

Simulation

The QSAR Daphnia Magna Toxicity Dataset, including numerical values for the eight chemical descriptors of the 546 molecules with the quantitative response (LC\(_{50}\)), was used to predict the acute aquatic range toxicity towards Daphnia Magna. In toxicology, LC\(_{50}\) (lethal concentration, 50%) is the concentration of a chemical, given over a period of time, that causes the death of an individual organism[54]. For further evaluation of the approach used in this study, another dataset named QSAR Fathead Minnow Fish Toxicity Dataset was used. This dataset has six chemical descriptors of the 908 molecules with the quantitative response (LC\(_{50}\))[55]. Both of the datasets were downloaded from the UC Irvine Machine Learning Repository [56]. In Figures 3 and 4, the quantitative response (LC\(_{50}\)) is illustrated for two datasets by histograms, a type of bar plot for numeric data that group the data into bins. 10 bins were used. RapidMiner Studio version 9.7 with the educational license was used throughout this study.
Results and Discussion

Balancing dataset

Data distribution before and after balancing is shown in Figure 5. The balancing algorithm used in this study resulted in oversampling the minority class and under-sampling the majority class. The details of the calculation for balancing the two datasets are reported in Tables 2 and 3.
Figure 5. Transformation of the imbalanced dataset to a balanced one for the Daphnia Magna (a) and Fathead Minnow Fish (b) Toxicity Dataset.

Table 2. Balancing the dataset for the Daphnia Magna dataset

<table>
<thead>
<tr>
<th>Range</th>
<th>bin</th>
<th>weight</th>
<th>Count (Before balancing)</th>
<th>Weight* Count</th>
<th>Count (After balancing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[0-1]</td>
<td>0.008333</td>
<td>12</td>
<td>0.1</td>
<td>61</td>
</tr>
<tr>
<td>2</td>
<td>[1-2]</td>
<td>0.007142</td>
<td>14</td>
<td>0.1</td>
<td>57</td>
</tr>
<tr>
<td>3</td>
<td>[2-3]</td>
<td>0.001785</td>
<td>56</td>
<td>0.1</td>
<td>62</td>
</tr>
<tr>
<td>4</td>
<td>[3-4]</td>
<td>0.000735</td>
<td>136</td>
<td>0.1</td>
<td>44</td>
</tr>
<tr>
<td>5</td>
<td>[4-5]</td>
<td>0.000757</td>
<td>132</td>
<td>0.1</td>
<td>64</td>
</tr>
<tr>
<td>6</td>
<td>[5-6]</td>
<td>0.001075</td>
<td>93</td>
<td>0.1</td>
<td>51</td>
</tr>
<tr>
<td>7</td>
<td>[6-7]</td>
<td>0.001612</td>
<td>62</td>
<td>0.1</td>
<td>52</td>
</tr>
<tr>
<td>8</td>
<td>[7-8]</td>
<td>0.005555</td>
<td>18</td>
<td>0.1</td>
<td>49</td>
</tr>
<tr>
<td>9</td>
<td>[8-9]</td>
<td>0.006666</td>
<td>15</td>
<td>0.1</td>
<td>45</td>
</tr>
<tr>
<td>10</td>
<td>[9-10]</td>
<td>0.0125</td>
<td>8</td>
<td>0.1</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Sum = 546</td>
<td>Sum = 1</td>
<td>Sum = 546</td>
</tr>
</tbody>
</table>
Table 3. balancing the dataset for the Fathead Minnow Fish Dataset

<table>
<thead>
<tr>
<th>Range</th>
<th>bin weight</th>
<th>Count (Before balancing)</th>
<th>Weight* Count</th>
<th>Count (After balancing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[0-1] 0.006666</td>
<td>15</td>
<td>0.1</td>
<td>94</td>
</tr>
<tr>
<td>2</td>
<td>(1-2] 0.002</td>
<td>50</td>
<td>0.1</td>
<td>97</td>
</tr>
<tr>
<td>3</td>
<td>(2-3] 9.2592592</td>
<td>108</td>
<td>0.1</td>
<td>84</td>
</tr>
<tr>
<td>4</td>
<td>(3-4] 4.0322580</td>
<td>248</td>
<td>0.1</td>
<td>90</td>
</tr>
<tr>
<td>5</td>
<td>(4-5] 4.0160642</td>
<td>249</td>
<td>0.1</td>
<td>99</td>
</tr>
<tr>
<td>6</td>
<td>(5-6] 7.2463768</td>
<td>138</td>
<td>0.1</td>
<td>86</td>
</tr>
<tr>
<td>7</td>
<td>(6-7] 0.0013888</td>
<td>72</td>
<td>0.1</td>
<td>100</td>
</tr>
<tr>
<td>8</td>
<td>(7-8] 0.0071428</td>
<td>14</td>
<td>0.1</td>
<td>84</td>
</tr>
<tr>
<td>9</td>
<td>(8-9] 0.0090909</td>
<td>11</td>
<td>0.1</td>
<td>86</td>
</tr>
<tr>
<td>10</td>
<td>(9-10] 0.0333333</td>
<td>3</td>
<td>0.1</td>
<td>88</td>
</tr>
</tbody>
</table>

Sum = 908
Sum = 1
Sum = 908

Classification

As reported in Table 4, the classification is carried out for the different classifiers for the Daphnia Magna dataset before and after balancing. According to the results, balancing the datasets significantly enhanced the overall accuracy and decreased the standard deviation. Another dataset named QSAR Fathead Minnow Fish Toxicity Dataset was used to evaluate the generality of the approach used in this study. The results are reported in Table 5, indicating that balancing the dataset improved the classification's overall accuracy.

As reported in Tables 4 and 5, before balancing the dataset, Naive Bayes had weaker performance in multi-class classification than other classifiers used in this study; however, after balancing the dataset, the overall accuracy was improved. Additionally, Kernel functions improved the overall accuracy of the naive Bayes. As illustrated in Figure 6, the naïve Bayes classifier's accuracy depends on the number of bins. An increase in the number of bins decreases the accuracy. Generally, using a higher number of bins in the multi-class classification takes advantage of toxicity range prediction in smaller scopes. Kernelled naïve Bayes had an excellent performance in the 10 bins classification, but the naïve Bayes classifier's accuracy decreased with increasing the number of bins.

Table 4. The overall accuracy of the different classifiers for the Daphnia Magna dataset

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Balanced dataset?</th>
<th>Accuracy</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree</td>
<td>No</td>
<td>34.27±4.72%</td>
<td>58.03%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Yes</td>
<td>92.3±3.26%</td>
<td>55.08%</td>
</tr>
<tr>
<td>K-NN</td>
<td>No</td>
<td>37.74±4.49%</td>
<td>9.09%</td>
</tr>
<tr>
<td>K-NN</td>
<td>Yes</td>
<td>92.82±2.81%</td>
<td>55.08%</td>
</tr>
<tr>
<td>NB</td>
<td>No</td>
<td>22.55±4.83%</td>
<td>9.09%</td>
</tr>
<tr>
<td>NB</td>
<td>Yes</td>
<td>31.64±8.31%</td>
<td>72.48%</td>
</tr>
<tr>
<td>Kernelled NB</td>
<td>No</td>
<td>27.23±4.63%</td>
<td>9.09%</td>
</tr>
<tr>
<td>Kernelled NB</td>
<td>Yes</td>
<td>99.71±0.53%</td>
<td>53.05%</td>
</tr>
<tr>
<td>SVM</td>
<td>No</td>
<td>39.22±5.24%</td>
<td>72.48%</td>
</tr>
<tr>
<td>SVM</td>
<td>Yes</td>
<td>92.27±3.82%</td>
<td>9.09%</td>
</tr>
</tbody>
</table>
Table 5. The overall accuracy of the different classifiers for the Fathead Minnow Fish dataset

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Balanced dataset?</th>
<th>Accuracy</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision Tree</td>
<td>No</td>
<td>43.18±5.83%</td>
<td>54.23%</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>Yes</td>
<td>97.41±0.51%</td>
<td></td>
</tr>
<tr>
<td>K-NN</td>
<td>No</td>
<td>42.62±5.46%</td>
<td>55.17%</td>
</tr>
<tr>
<td>K-NN</td>
<td>Yes</td>
<td>97.79±0.59%</td>
<td></td>
</tr>
<tr>
<td>NB</td>
<td>No</td>
<td>30.94±3.32%</td>
<td>22.46%</td>
</tr>
<tr>
<td>NB</td>
<td>Yes</td>
<td>53.4±1.37%</td>
<td></td>
</tr>
<tr>
<td>Kernelled NB</td>
<td>No</td>
<td>39.48±4.55%</td>
<td>59.56%</td>
</tr>
<tr>
<td>Kernelled NB</td>
<td>Yes</td>
<td>99.04±0.74%</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>No</td>
<td>44.06±3.4%</td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>Yes</td>
<td>97.58±0.59%</td>
<td>53.52%</td>
</tr>
</tbody>
</table>

Figure 6. Effect of the number of bins on the naïve Bayes classifier's accuracy before balancing the Fathead Minnow Fish dataset (a) and after balancing the Fathead Minnow Fish dataset (b)

Attribute reduction

As can be seen in Table 6, based on the attribute reduction method illustrated in section 2.4, the overall accuracy did not change with the five attributes (removing three redundant attributes with correlation coefficients greater than 0.5 for the Daphnia Magna dataset). In the literature, attributes with a correlation greater than 0.8 were usually excluded [52]. Removing attributes with the correlation coefficients less than 0.8 usually weakened the strength of the classifier's performance. However, in this study, the balancing the dataset technique results in excellent accuracy even with the attribute reduction indicating the robustness of the approach. Attribute reduction was also tested on the QSAR Fathead Minnow Fish Toxicity Dataset. Three redundant attributes with a correlation coefficient greater than 0.2 were removed. Overall accuracy still revealed robustness. Therefore, balancing the dataset proved its advantage in improving the strengths of the multi-class prediction generally. Among the Daphnia Magna dataset, the MLOGP and RDCHI molecular descriptors encode the information about narcosis. SAacc, TPSA, H-050, and nN
accounts for hydrogen bonding. C-040 encode information about the electrophilic features of the molecules. GATS1p encodes information on molecular polarizability. Thus, there are four groups of descriptors. Removing four redundant attributes with correlation coefficients greater than 0.5 in the Daphnia Magna dataset leads to selecting one attribute from each molecular descriptor group. As a result, MLOGP, TPSA, C-040, and GATS1p molecular descriptors are sufficient to predict molecules' toxicity with an overall accuracy of 99.04%. In the Fathead Minnow Fish dataset, there are six molecular descriptors, MLOGP and GATS1i encode the information about narcosis, CIC0, and SM1_Dz(Z) encode information regarding heteroatoms, and NdssC and NdsCH account for a variety of functional groups with double bonds. Thus, there are three groups of descriptors. Removing three redundant attributes with correlation coefficients greater than 0.2 in the Fathead Minnow Fish dataset leads to selecting one descriptor from each group. In this regard, GATS1i, C0, and NdsCH molecular descriptors can predict molecules' toxicity with an overall accuracy of 92.9%.

**Table 6.** The Kernelled NB classifier's overall accuracy for two datasets after removing correlated attributes before and after balancing the datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Before balancing</th>
<th>After balancing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daphnia Magna</td>
<td>27.71%±4.66%</td>
<td>99.04%±1.2%</td>
</tr>
<tr>
<td>Fathead Minnow Fish</td>
<td>37.83%±4.62%</td>
<td>92.9%±1.38%</td>
</tr>
</tbody>
</table>

**Comparison of QSAR models**

The overall efficiency of the QSAR models depends on the molecular descriptors and classifiers. The ultimate performance of the classification methods is reported in **Table 7**. As listed in **Table 7**, Kernelled naïve Bayes using a balanced dataset increased the overall accuracy, indicating balancing the dataset as a preprocessing step in machine learning can enhance the accuracy of the toxicity prediction. Although the datasets are different in these studies, comparing the toxicity prediction results before and after balancing the dataset (as presented in **Tables 4** and **5**) indicates that balancing the dataset can dramatically improve the accuracy.

**Table 7.** Classification accuracies of toxicity from various studies reported in the literature.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Year</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>MultiCASE, multiple computer automated structure evaluation</td>
<td>81.6%</td>
<td>2008</td>
<td>[57]</td>
</tr>
<tr>
<td>linear discriminant analysis</td>
<td>80%</td>
<td>2011</td>
<td>[58]</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>95%</td>
<td>2017</td>
<td>[28]</td>
</tr>
<tr>
<td>Artificial Neural Network based on MACCS fingerprints support vector machine based on MACCS fingerprints</td>
<td>83.9%</td>
<td>2018</td>
<td>[27]</td>
</tr>
<tr>
<td>Bayesian Network</td>
<td>84.9%</td>
<td>2019</td>
<td>[59]</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>80%</td>
<td>2020</td>
<td>[30]</td>
</tr>
<tr>
<td>Kernelled naïve Bayes using balanced dataset</td>
<td>91.8%</td>
<td>2020</td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>99%</td>
<td></td>
<td>This study</td>
</tr>
</tbody>
</table>

**Conclusion**

Specifying different weights to training datasets and then bootstrapping them resulted in the balanced dataset. Two datasets and five classifiers were used to demonstrate the importance of balancing the dataset in enhancing the accuracy of the toxicity material classification. This approach increased the overall accuracy up to 99%. In previous studies, increasing the maximum number of bins for the
material toxicity classification decreased the overall accuracy. However, this approach increased the overall accuracy for 10 bins. Kernelled naïve Bayes had better performance than naïve Bayes in the classification. Removing four attributes from Daphnia Magna and three attributes from the Fathead Minnow Fish dataset did not change the overall accuracy because of balancing the dataset, indicating this approach's robustness. Therefore, this study revealed the importance of balancing the dataset on the accuracy of the toxicity prediction in the multi-class classification, suggesting that the preprocessing step always plays an essential role in machine learning.
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